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Goals

1. Develop a Simple, Efficient Neural Network for Point Cloud generation.
2. Should be able to learn geometric information and correlations between 

points.
3. Should be parameter efficient.
4. Should work on both, scene point clouds and object point clouds.



Learning on Point Clouds

1. Un-orderedness : Point clouds are 
just a set of unordered (XYZ) points, 
the order in which the points are 
stored does not change the 
representation of the scene.

2. Irregularity : meaning, that points 
are not evenly sampled across the 
different regions of an object/scene, 
so some regions could have dense 
points while others sparse points.

Project Introduction

1. Impose Permutation Invariance in 
Neural Network or Impose a 
“Locality” preserving ordering on 
Point Clouds.

2. Implement a multiscale feature 
learning mechanism. Typically, 
requires a high receptive field.

Problems Solutions



How to learn on Point Clouds?

1. Converting to a Structured Representation : Most applications typically convert 
Point Clouds to structured representations like voxel grids or range images.

2. Multi-view Methods : Converting 3D point clouds to N 2D views. (Typically have better 
performance than their Voxel Grid based counterparts).

3. Higher Dimensional Lattice based Representation : SplatNet converts Point Clouds 
to a 6D “premutohedral” lattice.

4. Direct Learning on Raw Point Clouds* : These learning frameworks operate directly 
on raw Point cloud data, which is a (Nx3) matrix.

Technical Goal



Eliminating the Permutation Invariance 
problem : Imposing an Ordering on Point 
Clouds

Hilbert Sort

Space Filling Curves : Used in 
applications where a traversal/scan of a 
multi-dimensional grid is required.

Locality : Traversal reflects proximity 
between points in [N]m, meaning that points 
close in [N]m are also close in traversal 
order.

Hilbert Curve (right) : Construction of the 
HIlbert Curve upto 7th level. HIlbert Curves 
have excellent locality preserving 
properties.



Hilbert Curves in 2d & 3D



An Example of Hilbert Sorted Point Cloud

Unordered Point 
Cloud

Sorted Point Cloud (Hilbert 
Order)



What Loss function is best?

Chamfer Distance

Wasserstein 
Distance

Chamfer Distance Wasserstein Distance (EMD distance)



What Loss function is best?

Optimal Transport Problem with Entropic Regularization

Loss Functions

Where, 

P = Coupling Matrix
C = Cost Matrix

Note : P := T and  := 𝜆 𝜀



Proposed Model : Important Blocks

Important Blocks

1. Channel Attention
2. Bilateral Feature Aggregation
3. Multiscale Feature Aggregation
4. Attentive Rechecking 



Segmentation Map Progression

Channel Attention



Bilateral Feature Aggregation



Multiscale Feature Aggregation



Attentive Rechecking



Comparison with Baseline (Task : Auto-encoding Point 
Clouds)



Some Examples

Input Predicted



Input Predicted



Input Predicted



Application : Single Step Occupancy Prediction

Problem Statement : Given occupancy information at t=k, predict occupancy 
information at t=k+1.

Learning Methodologies : 

Generative Difference Learning : Generative Learning :



THANK YOU FOR YOUR TIME
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